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Title

Unsupervised Classification for Galaxy Morphology. Where do computers go wrong?

Measuring the structure of high-redshift galaxies with deep learning

Galaxy Zoo DECalS: Detailed Visual Morphology Measurements from Volunteers and Deep Learning f
Developing Rapid Classification Algorithms for Identifying Quasars in Time-series Data

Detectability of gravitational-wave signals with neural-network classifiers

Super-resolving Herschel SPIRE images using Convolutional Neural Networks

HELPing Solve Confusion through probabilisitic programming

Detecting the Unmodelled GW Signals with Machine Learning

Do Neural Networks Dream of Gravitational Lenses: Using CNN to Identify Gravitational Lenses & How
Using Deep Neural Networks to Locate Mini-Filament Eruptions

Learning the Flaring Atmosphere of the Sun

Early classification of supernovae light curves

Transient-optimised source classification in difference imaging with Bayesian convolutional neural ne!
Deep learning in Exoplanet Characterisation

Emulation of semi-analytic models of galaxy formation

The Universe is a mess: how should we analyse it?

Deep Learning Approach Identification of HIl regions during Reionization in 21-cm Observations
Gaussian Process Regression: An Application in Radio Cosmology

Rediscovering Newton's gravity and Solar System properties using deep learning and inductive biases



